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Abstract: In this talk, we present the latest research findings on decoding and synthesizing 

speech from electrocorticogram (ECoG) signals. For speech decoding, we successfully 

decoded sentences from covert speech using a Transformer model trained on overt speech. The 

performance evaluation revealed that the model trained on overt speech demonstrated 

equivalent performance in decoding covert speech. This suggests the possibility of addressing 

the challenge of collecting training data for covert speech by utilizing overt speech. 

Furthermore, we report on a novel BCI paradigm that successfully reconstructs spoken 

sentence waveforms from ECoG by combining a Transformer-based encoder and a pre-trained 

neural vocoder. The performance evaluation showed that the Transformer model significantly 

outperformed the BLSTM. In this talk, we will discuss the details of these research findings 

and future perspectives. We will explore the potential of deep learning techniques, particularly 

Transformer-based models, towards realizing speech interfaces using ECoG signals. 
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